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Abstract
Multimodal sentiment analysis is an actively developing field of research. The main research
problem in this domain is to model both intra-modality and inter-modality dynamics. How-
ever, most of the current work cannot do well with these two aspects of dynamics. In this
study, we introduce a novel model to achieve this. The novelty of our model is to represent
the asymmetric weights of contexts at a particular timestamp using asymmetric windows.
Further, multiple separate attentions are performed on the contexts, producing an updated
representation of the particular timestamp. Each representation corresponding to one of the
modes multiplies a weight vector controlled by a neural network. All multiplied results
are merged with an addition operation. Experiments on the MOSI dataset show our model
outperforms the compared methods.

Keywords Sentiment analysis · Asymmetric window · Multi-attentions · Neural network ·
Multimodal

1 Introduction

Multimodal research as an emerging research field of artificial intelligence (AI) has exhib-
ited great advantages in a variety of tasks, such as speech recognition [15, 43], emotion
recognition [16, 19], media description [30], and sentiment analysis [1, 17, 23, 49].
Multimodal sentiment analysis focuses on generalizing text-based sentiment analysis to
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opinionated videos. It involves learning and analyzing rich representations from data across
multiple modalities [2]. The multimodal data is collected from diverse perspectives and has
heterogeneous properties. Each modality in multimodal sentiment analysis can have its own
particular representation space and contain some information that other modes do not refer
to [46]. There is a requisite for computational approaches that can integrally model multi-
modal data. It can provide robust predictions and obtain outstanding generalization ability
through exploring the consistency and complementary properties of different modalities to
integrate the multi-modal data [33].

Although the analysis of this multimodal sentiment is natural for humans, it is diffi-
cult for AI to achieve comprehensive and accurate integration to classify the sentiments as
humans do. The central challenge is to model both the intra-modality and inter-modality
dynamics. The intra-modality dynamics are those interactions that come from the same
modality and are independent of other modalities. The inter-modality dynamics are those
interactions that span across both the different modalities and time [47]. Figure 1 illus-
trates two short examples extracted from the MOSI dataset, which respectively involve the
intra-modality and inter-modality dynamics.

To capture these dual dynamics in multimodal sentiment analysis, most of the current
research either performs feature-level fusion or decision-level fusion [45]. Feature-level

Fig. 1 Two examples from the MOSI dataset, have the intra-modality and inter-modality dynamics,
respectively
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fusion approaches are simply to concatenate multimodal features at the input level [17,
21, 25]. Decision-level fusion approaches firstly train unimodal classifiers independently
and finally perform decision voting [36, 48]. Besides, Fukui et al. [8] employed Compact
Bilinear Pooling (CBP) over the outer product of visual and linguistic representations to
capture the interactions between vision and language for visual question answering. Zadeh
et al. introduced Tensors Fusion Network (TFN) to compute a multimodal tensor represen-
tation [45], used the Multi-attention Recurrent Network (MARN) mechanism to model both
intra-modality and inter-modality dynamics [47], and learned these dynamics through using
Memory Fusion Network (MFN) [46]. However, none of these studies focuses on the asym-
metric weights of the historical and future contexts at a particular timestamp of the input
data when performing an attention mechanism.

In this paper, we propose a novel method called asymmetric window multi-attentions
(AWMA) neural network, to model both the intra-modality and inter-modality dynamics
in multimodal sentiment analysis. Our AWMA is based on the assumption: the histori-
cal and future contexts at a particular timestamp of the input data under different modes
should have different weights. Further, these weights can be represented with sliding asym-
metric windows when being performed an attention mechanism. AWMA has three main
components. At the first component, text, audio, and visual modality, and the concate-
nation of all modalities, a total of four aspects as inputs, are encoded respectively using
four separate gated recurrent unit (GRU) modules, to model the intra-modality dynam-
ics. Then, the outputs of all the GRU modules are sent to the second component. This
component is the core of our model, which consists of four asymmetric window atten-
tion (AWA) modules. Each AWA module uses sliding asymmetric windows to perform
an attention mechanism on the contexts of a particular timestamp. This is to realize our
hypothesis that these asymmetric windows can distinguish and represent the weights of the
contexts under different modes. Furthermore, all the outputs of the four AWA modules are
conveyed to the third layer. This component is called the inter-modality attention (IMA)
module, which is to model the inter-modality dynamics. This module is for the aim that
each modality and the concatenation of all modalities, a total of four aspects, should have
different weight vectors to represent their importance. Each weight vector is controlled by
a neural network and does a dot product with the output of its assigned AWA module.
Then, all the dot product results are merged using an addition operation. To this, both intra-
modality and inter-modality dynamics are integrated by our model. Finally, the output of
the third layer is sent to the fully connected (FC) layer for the dimensional reduction of the
prediction.

The main contributions of our paper are as follows:

– We propose an AWMA model to distinguish the asymmetric weights of the historical
and future contexts at a particular timestamp of the input data. To our knowledge, it is
the first time to represent these implicit asymmetric weights with asymmetric windows.

– We evaluate our approach with experiments on the public multimodal dataset MOSI.
The experimental results demonstrate our AWMA model obtains competitive perfor-
mance in comparison with the baseline models.

– We perform a brief ablation study of four AWA modules of our method.

The remainder of the paper is organized as follows: Section 2 briefly discusses pre-
vious work; Section 3 describes our model in detail; Section 4 provides experimental
methodology; Section 5 presents the result and discussion; finally, Section 6 concludes the
paper.
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2 Related work

Multimodal sentiment analysis as a branch of affective computing research [22] is rapidly
attracting the attention of both within academia, because of the many new challenges, and
in the business world, due to the remarkable benefits to be had from financial and political
forecasting [7, 38], community detection [3], human communication comprehension [47],
and dialogue systems [14, 42], etc. Research in this field has facilitated us to utilize comple-
mentary information present in multimodal data, so that we have discovered the dependency
of information on multiple modalities. However, modeling both the intra-modality and
inter-modality dynamics in sentiment analysis is a crucial challenge.

Most of the previous approaches focused on feature-level fusion and decision-level
fusion. Feature-level fusion is also called early fusion, a technique that combines the fea-
tures extracted from different modalities into a ‘joint vector’ before any classification
operations are performed [11, 24, 29]. Several works [12, 25, 26, 36] use this method to
concatenate the features as input to a learning model. Decision level fusion also called
late fusion, is to model and classify each modality separately. All the unimodal results are
integrated at the end of the process by choosing suitable metrics, such as majority vot-
ing or weighted averaging [11, 24]. For example, the works [5, 9, 18, 37, 50] all use this
fusion strategy. Although some degree of success for modeling the fusion problems of mul-
timodal data is achieved, these two categories of methods do not directly account for both
intra-modality and inter-modality dynamics and, have several drawbacks. In feature-level
fusion, intra-modality dynamics are potentially suppressed [41], which results in losing out
on the context and temporal dependencies within each modality. In decision-level fusion,
inter-modality dynamics are not modeled effectively because independent models are built
for each intra-modality, making inter-modality dynamics intricate to capture with simple
weighted averaging or other similar decision methods.

Based on the above shortcomings, several recent works focus on multi-view learning
approaches that model both intra-modality and inter-modality dynamics. Wang et al. [35]
introduced several deep multi-view representation learning models, but they did not explore
the applicability of sequence learning problems. Xu et al. [39] and Jia et al. [40] proposed
to employ conventional LSTM as extensions of multi-view representation learning. Vinyals
et al. [34] also used LSTM in the decoder module to obtain image sentence representations.
Ren et al. [28] designed a multimodal LSTM to leverage all view representations. Song et al.
[31, 32] proposed multi-view learning from multiple different modalities as the extensions
of Hidden Markov Models and Hidden Conditional Random Fields. Rajagopalan et al. [27]
also developed a multi-view LSTM model where the LSTM memory was partitioned into
different components for different modalities. Zadeh et al. [46] learned intra-modality inter-
actions in isolation through assigning an LSTM function to each modality, while identified
inter-modality interactions using a special attention mechanism called the Delta-memory
Attention Network (DMAN) and summarized them through time with a Multi-view Gated
Memory. Besides, Zadeh et al. [47] discovered interactions between modalities through
time using a neural component called the Multi-attention Block (MAB) and storing them in
the hybrid memory of a recurrent component called the Long-short Term Hybrid Memory
(LSTHM).

While these recent approaches can learn both intra-modality and inter-modality dynamics
to some extent, they do not explicitly differentiate the asymmetric weights of the histori-
cal and future contexts at a particular timestamp of the input data. Our work is a follow-up
to previous research [47]. Although our proposed model also utilizes multiple attention
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mechanisms, our method is different as we employ four AWA modules to perform
asymmetric window multi-attentions.

3 Asymmetric windowmulti-attentions neural network

The asymmetric window multi-attentions (AWMA) neural network consists of three main
components: gated recurrent unit (GRU) module, asymmetric window attention (AWA)
module, and inter-modality attention (IMA) module.

The GRU module and AWA module are employed to capture the intra-modality dynam-
ics in multimodal sentiment analysis, and the IMA module is to model the inter-modality
dynamics. We combine the three modules step by step. First, the input sequence is passed
through the GRU module, then the AWA module, and finally the IMA module. The novelty
of our proposed method is to use asymmetric windows to represent the asymmetric weights
of historical and future contexts at a particular timestamp of the input data.

Figure 2 illustrates the overall model. In the following, we describe these components
and their inputs in detail.

3.1 GRUmodule

The input to AWMA is a multi-modality sequence. In this paper, sequences can consist
of text (T ), audio (A), visual (V ), and their concatenation (T ⊕ A ⊕ V ), a total of four
aspects. The mth aspect input data is of the form Xm = {xm

1 , xm
2 , ..., xm

i , ..., xm
N−1, x

m
N },

where xm
i ∈ RdXm , xm

i is the input at time i and RdXm is the dimensionality of the mth

aspect input data. m ∈ M . M = {T , A, V, T ⊕ A ⊕ V }.
For the computations of different intra-modality dynamics of the input data under M

different aspects, we employ four independent GRU modules that are based on gated recur-
rent units (GRUs). Similar to an LSTM [10] in recurrent neural network (RNN), the GRU

Fig. 2 Overall architecture of AWMA
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introduced by Cho et al. [4] is a simpler gating mechanism with similar computation per-
formance, which has a memory to store a representation of its input through time. Note
that these four GRU modules allow different sequences to have different input, memory,
and output shapes. Each aspect sequential information is as the input of its assigned GRU
module.

At any time step t of a temporal sequence, the GRU controls the combination criteria
with the t th input ut and previous state st−1 by computing two gates, rt (reset gate) and zt

(update gate). The computations are:

zt = σ(V z · ut + Wz · st−1 + bz) (1)

rt = σ(V r · ut + Wr · st−1 + br) (2)

ht = tanh(V h · ut + Wh · (st−1 ⊗ rt ) + bh) (3)

st = (1 − zt ) ⊗ ht + zt ⊗ st−1 (4)

Here, V, W and b are trainable parameters and ⊗ represents element-wise multiplication.

3.2 AWAmodule

The AWA module uses asymmetric windows to represent the asymmetric weights of the
historical and future contexts at a particular timestamp of the input data. This input data
to the AWA module is the output of the GRU module. The goal of the AWA module is to
highlight the most important part of the interaction process. Figure 3 presents an overview
of this module.

Let us assume the data X to be a sequence corresponding to one aspect. Xt denotes
the information at the timestamp t . The historical contexts of Xt are information occur-
ring before Xt . The future contexts of Xt are information occurring later Xt . In this
paper, we constrain the historical and future contexts with asymmetric windows. For
example, we use Whis = 3 to denote the sliding window of historical contexts and
Wf ut = 2 to denote the sliding window of future contexts. We concatenate both the
historical and future contexts and mark the concatenation as Chf . As shown in Fig. 3,
Chf = {Xt−3, Xt−2, Xt−1, Xt+1, Xt+2}. As the attention mechanism can focus on the most

Fig. 3 Overview of AWA module
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important parts relevant to the classification, we perform multi-separate attentions on the
contexts under different aspects. One module performs a separate attention mechanism cor-
responding to one aspect, resulting in an attention vector A of dimension RWhis+Wf ut for
Chf . The computations are:

A = sof tmax((Chf )T · Xt) (5)

Where, sof tmax(xj ) = exj /
∑

k exk , and the attention vector A is a probability dis-
tribution over Chf . The j th normalized score of vector A represents the relevance of j th

contextual cell with respect to Xt . The A and Chf are then used to find a weighted contextual
representation. We do this as follows:

attChf = Chf · A (6)

To this, the representation attChf contains a weighted contextual summary accumulated
from the historical and future contexts. The representation of Xt can be updated by adding
the weighted contextual representation as:

Xt = Xt + attChf (7)

Finally, this updated Xt is sent to the IMA module after the operation of dimension
unification.

3.3 IMAmodule

Figure 4 demonstrates an overview of the IMA module. All the outputs of AWA modules are
conveyed to this module to model the inter-modality dynamics. Let us assume the inputs of
this module to be Tatt , Aatt , Vatt , and (T AV )att . The concatenation of all inputs is marked
as concatAll = Tatt ⊕ Aatt ⊕ Vatt ⊕ (T AV )att . For the computations of different weight
vectors under different aspects, we employ four neural networks as controllers. Each neural
network has the same input data concatAll, but it works independently during the training
phase. We mark the four neural networks as NN1, NN2, NN3, and NN4, respectively, and

Fig. 4 Overview of IMA module
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their output weight vectors as γ1, γ2, γ3, and γ4, respectively. The computations are as
follows:

γ1 = NN1(concatAll) (8)

γ2 = NN2(concatAll) (9)

γ3 = NN3(concatAll) (10)

γ4 = NN4(concatAll) (11)

At each timestep t , γ1 assigns how much of the input of Tatt to remember, γ2 assigns
how much of the input of Aatt to remember, γ3 assigns how much of the input of Vatt to
remember, and γ4 assigns how much of the input of (T AV )att to remember.

Furthermore, each weight vector does a dot product with its assigned input. Then, all the
results of the dot product operations are merged using an addition operation. We do this as:

output = Tatt · γ1 + Aatt · γ2 + Vatt · γ3 + (T AV )att · γ4 (12)

To this, both intra-modality and inter-modality dynamics are integrated by our model.
Finally, the output in the IMA module is sent to a fully connected layer, which is to reduce
the dimension of the prediction.

4 Experimental methodology

In this section, we perform experiments on the MOSI dataset [49]. It should be noted that
the developed model needs to find generic and person-independent features because the
person varies in real-world applications. We perform person independent experiments to
evaluate the performance of AWMA. Since humans express their intentions in a structured
manner, there are synchronizations between intentions in language, speech, and gestures.
These synchronizations constitute the relations between the three modalities (text, audio,
and visual).

4.1 Dataset

The MOSI dataset involves three modalities with completely different natures: text, audio,
and visual. It is a collection of 93 opinion videos of speaking about certain topics from
online sharing websites. Each video consists of multiple opinion segments and each segment
is annotated with the sentiment score by 5 annotators. These five annotations are averaged
as the sentiment polarity. The goal of our experiments is to identify a speaker’s sentiment
(positive or negative) based on the segment content. For binary classification, we report F1
score and accuracy as the evaluation metrics. To ensure generalization of the model, the
dataset is split into train, validation, and test sets. There is no identical speakers between
sets. There are a total of 2199 segments, with 1284 segments in the train set, 229 in the
validation set, and 686 in the test set. Table 1 summarizes the splits of the dataset.

Table 1 Dataset splits to ensure
speaker independent learing Dataset Partition Segment Count Video Count

MOSI train 1284 52

valid 229 10

test 686 31
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4.2 Sequence features

For a fair comparison with the state-of-the-art method [33], we employ the identical
sequence features data downloaded from their public website 1. For each of the three modal-
ities, the procession of the information from videos is briefly described as follows. Readers
can refer to the literature [46, 47] for the details.

Text modality The MOSI dataset provides manual transcriptions. The pre-trained glove
word embeddings [20] are used to convert the transcripts of videos into a sequence of word
vectors. Words are considered the basic units of text and the interval duration of each word
utterance [45] is a time-step. For the aim of obtaining the exact utterance timestamp of each
word, P2FA [44] forced aligner is employed to perform a forced alignment.

Audio modality The software COVAREP [6] is used to extract acoustic features from the
full audio clip of each segment at 100Hz to form a sequence that represents variations in
tone of voice over an audio segment. These features include 12 Mel-frequency cepstral coef-
ficients (MFCCs), pitch tracking, and voiced/unvoiced segmenting features, glottal source
parameters, peak slope parameters, and maxima dispersion quotients. The average audio
sequence features are calculated for each word utterance to ensure time alignment.

Visual modality The library Facet is used to extract a set of visual features from the full
video segment at 30Hz to form a sequence of facial gesture measures throughout time. These
features include facial action units, per-frame basic and advanced emotions, head pose, gaze
tracking, and HOG features [51]. The average visual sequence features are calculated for
each word utterance to ensure time alignment.

4.3 Baselinemodels

We compare the performance of our AWMA with the following baselines in multimodal
sentiment analysis.

TFN [45] Tensor Fusion Network (TFN) captures inter-modality and intra-modality
dynamic interactions by using the tensor outer product. In their model, inter-modality
dynamics are modeled with a multimodal fusion approach, named Tensor Fusion, which
explicitly aggregates unimodal, bimodal, and trimodal interactions. The intra-modality
dynamics are modeled through three modality embedding subnetworks, for language, visual
and acoustic modalities, respectively.

LMF [13] Low-rank Multimodal Fusion (LMF) is to decompose the weights into low-rank
factors, which reduces the number of parameters and computational complexity. This LMF
effectively improves the training and testing efficiency compared to TFN which performs
multimodal fusion with tensor representations.

MARN [47] Multi-attention Recurrent Network (MARN) models interactions between
modalities through time using a neural component called the multi-attention block (MAB)
and storing them in the hybrid memory called the long-short term hybrid memory
(LSTHM).

1https://github.com/A2Zadeh

https://github.com/A2Zadeh
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Table 2 Performance of AWMA
in terms of Accuracy and
F1-score on the MOSI dataset

Models Accuracy F1

TFN 73.9 73.4

LMF 76.4 75.7

MARN 77.1 77.0

MFN 77.4 77.3

MFM 78.1 78.1

AWMA 80.0 79.9

MFN [46] Memory Fusion Network (MFN) considers to model the intra-modality and inter-
modality interactions through time with a delta-memory attention network and summarize
them with a multi-view gated memory.

MFM [33] Multimodal Factorization Model (MFM) is a latent variable model with con-
ditional independence assumptions over multimodal discriminative factors and modality-
specific generative factors. Multimodal discriminative factors shared across all modalities
contain joint multimodal features required for discriminative tasks such as sentiment pre-
diction. Modality-specific generative factors are unique for each modality and contain the
information required for generating data. The MFM objective is derived by approximating
the joint-distribution Wasserstein distance via a generalized mean-field assumption.

5 Results and discussion

We report results in classification accuracy and F1 score as a metric. Higher values denote
better performance. The results of other models are from the literature [13, 33]. Table 2
summarizes the comparisons between AWMA and the baselines for sentiment analysis

Table 3 The variation of
Accuracy and F1 under different
unif icationSize values

unif icationSize Accuracy F1

16 56.5 55.9

24 73.9 73.8

32 72.0 72.0

40 61.2 60.7

48 73.9 73.9

56 75.0 74.9

64 55.2 54.6

72 80.0 79.9

80 52.9 50.0

88 52.6 48.6

96 69.5 68.9

104 63.8 63.8

112 58.4 58.5

120 70.8 70.8

128 76.3 76.3



Multimedia Tools and Applications

Table 4 Ablation study for
attention mechanisms of AWMA
on the MOSI dataset

AWMA variants Accuracy F1

AWMA − T 74.2 74.2

AWMA − A 73.2 73.2

AWMA − V 73.8 73.7

AWMA − (T ⊕ A ⊕ V ) 73.8 73.8

in the MOSI dataset. As shown in Table 2, our model AWMA outperforms the com-
pared models with classification performance increase in Accuracy ranging from 1.9%
to 6.1% and in F1 score ranging from 1.8% to 6.5%. Especially, our method AWMA
succeeds over the state of the art [33] by 1.9% in Accuracy. This highlights the capabil-
ity of our proposed AWMA model in understanding the sentiment aspect of multimodal
communication.

AWA module is the core of AWMA. As the above description, the AWA module updates
the t timestamp feature Xt by adding attChf in the final process (7). Then, the updated Xt

after dimension unification (refer to Section 3.2) is sent to the IMA module. Set the size of
dimension unification as unif icationSize, Table 3 summarizes the variation of Accuracy
and F1 under different unif icationSize values. From Table 3, it shows that the different
values of unif icationSize can have a great influence on performance on the dataset MOSI.
When unif icationSize is 72, the Accuracy and F1 are the best.

The main novelty of our AWMA model is to represent the asymmetric weights of
the contexts using asymmetric windows. Hence, to understand the effects of AWA mod-
ules, we pose four variations (marked as AWMA − T , AWMA − A, AWMA − V ,
and AWMA − (T ⊕ A ⊕ V )) to conduct the ablation study. Concretely, the variation
AWMA−T denotes that the AWA module corresponding to aspect T is removed; the vari-
ation AWMA−A denotes that the AWA module corresponding to aspect A is removed; the
variation AWMA−V denotes that the AWA module corresponding to aspect V is removed;
the variation AWMA− (T ⊕A⊕V ) denotes that the AWA module corresponding to aspect
(T ⊕ A ⊕ V ) is removed.

Table 4 demonstrates the results of the ablation study. We can see that the performance
of the variation AWMA−A (without the AWA module corresponding to the aspect A) falls
by 6.8% in Accuracy, which means that the AWA module corresponding to aspect A stands
most important. Besides, the AWA module corresponding to aspect T is also important, but
less than that corresponding to aspect A and aspect V as its absence causes performance to
fall by 5.8%. We speculate the reason to be that the context delay on the aspect T is less
than that on aspect A and V .

6 Conclusion

In this paper, we have presented a multimodal neural network named AWMA, to analyze
the sentiment in user-generated videos. In contrast to the state-of-the-art method, MFM,
our method considers that the historical and future contexts at a particular timestamp of the
input data should be differentiated. Further, these implicit weights of the contexts can be
represented with asymmetric windows. Our model AWMA can outperform the compared
models with an increase of accuracy performance ranging from 1.9% to 6.1%. In the future,
we search for a better combination setting of the values of the asymmetric windows and



Multimedia Tools and Applications

improve the quality of multimodal feature data. At the same time, because Graph Neural
Network (GNN) has its unique advantages compared with other neural networks, we will
consider multimodal causability with GNN.
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